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ABSTRACT
The power of the Houck’s model of asymmetry is examined via bootstrap and Monte Carlo techniques. The results of bootstrap and Monte Carlo simulations indicate that the power of the Houck’s test for asymmetry depends on sample size, level of asymmetry and the amount of noise in the data generating process. Furthermore, the simulation results suggest that both bootstrap and Monte Carlo methods are effective in rejecting the false null hypothesis of symmetric adjustment in large samples with small error size and strong levels of asymmetry. However, in small samples, with large error size and subtle levels of asymmetry, the results suggest that asymmetry test based on bootstrap are powerful than those based on the Monte Carlo methods. I conclude that both bootstrap and Monte Carlo algorithms provide useful tools for investigating the power of the test of asymmetry.

KEY WORDS
Monte Carlo Simulation; Bootstrap Methods; Houck’s Model; Power Test; Asymmetry.

Houck (1977) proposes a methodology to investigate asymmetric adjustments in price transmission processes. This involves specifying asymmetries to affect the direct impact of price increases and decreases and does not take into account adjustments to equilibrium level.

Some studies (Capps and Sherwell, 2007) have applied this methodology to a series of problems and note the inabilities of the Houck’s model to detect asymmetries in practice. Against this background, Acquah 2010 investigated the power of the Houck’s model via Monte Carlo experimentation and finds that the Houck’s model has low power in rejecting the null of symmetric adjustments. Alternatively, Acquah 2013 using bootstrap simulations demonstrated that the Houck’s model has low power in bootstrap samples.

Though Acquah (2010, and 2013) sheds light on the low power of the Houck’s model via bootstrap and Monte Carlo simulations, these previous studies fail to provide a comparison of the bootstrap and Monte Carlo methods in the power analysis test. A fundamental question such as, under what conditions will bootstrap and Monte Carlo techniques of testing for asymmetry lead to the same results remains unanswered. Empirically, this study fills a gap in the literature by providing a comparison of asymmetry test based on bootstrap with those based on Monte Carlo methods.

The purpose of this study is to support the claim that the failure of the Houck’s model to capture asymmetry in practice is due to low power and in so doing provide a comparison of bootstrap and Monte Carlo based test for asymmetry in the Houck’s model.

The paper is organized as follows. The introductory section is followed by sections on measuring asymmetry, testing for symmetry in the Houck’s model, Monte Carlo experiments and bootstrap methods. This is followed by the results and discussion and the conclusions of the study.

Measuring Asymmetry. Tweenten and Quance (1969) were the first to develop a model to test for asymmetric price transmission. This approach of testing for asymmetry was later modified by Wolffram (1971). Wolffram’s approach to measuring asymmetry was further modified by Houck (1977). Houck’s contribution which is most widely cited involves developing a more rigorous approach to specifying and testing non-reversible linear functions in economic research. Houck’s paper stimulated considerable interest in the study of price asymmetry. For instance Ward (1982) extended Houck’s specification by including lags. Boyd and Brorsen (1998) were the first to employ lags to differentiate between magnitude and speed of transmission. However, the Houck’s model has been found to have low power (Capps and Sherwell, 2007, Acquah, 2010).

Testing for Asymmetry in the Houck’s Model. Houck (1977) model of testing for asymmetric price transmission can be specified as:
\[ \Delta y_i = \beta_1^+ \Delta x_{i1} + \beta_1^- \Delta x_{i2} + \varepsilon \sim N(0, \sigma^2) \]  
\[ (1), \]

where \( \Delta x^+_{i1} \) and \( \Delta x^-_{i2} \) are the positive and negative changes in \( x_i \). The independent variable \( x_i \) is generated as independent draws from normal distribution with a constant mean and a variance of one. Asymmetry is introduced by allowing differing speeds of adjustments for the coefficients of \( \Delta x^+_{i1} \) and \( \Delta x^-_{i2} \) in equation (1) and \( \varepsilon \) is generated as i.i.d. draws from the standard normal distribution with a sample size \( n \).

\( y_{i\Delta} \) is obtained using the values for beta, positive and negative changes in \( x_i \) (i.e. \( \Delta x^+_{i1} \) and \( \Delta x^-_{i2} \)) and the error term as specified in equation 1. Symmetric price transmission is tested by determining whether the coefficients (\( \beta_1^+ \) and \( \beta_1^- \)) are identical (i.e. \( H_0 : \beta_1^+ = \beta_1^- \)).

Monte Carlo Experiments. A Monte Carlo experiment involves the following steps. Consider the following linear regression:

\[ y = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \varepsilon \]  
\[ (2) \]

First, draw the exogenous variables of the model from their respective distributions. Second, draw a random sample of the error term in the model from its respective probability distribution function. Assuming values for the true parameters and drawing values of the stochastic element, we can estimate the endogenous variable and calculate the estimate of interest. Fundamentally, in Monte Carlo experiments, we draw from a specified distribution, by a random number generator. In effect, we make assumptions about the distributions and about the true values of parameters.

The Bootstrap. Bootstrap is a method to derive properties of the sample distribution of estimators. Efron and Tibshirani (1993) notes that bootstrap involves drawing with replacement from the original sample to produce samples of the same size as the original sample referred to as bootstrap sample. It therefore takes the empirical distribution function as the true distribution function. The great advantage compared with Monte Carlo methods is that we neither make an assumption about the distributions nor about the true values of the parameter.

Parametric Bootstrap. Parametric Bootstrap denotes the process of resampling from the residuals of a parametric regression model. It begins by estimating the model of interest and saving the residuals. It performs a simulation using the estimated parameter values as the true parameter values and the actual values of the explanatory variable as the fixed explanatory variable values. During this simulation study, errors are drawn with replacement from the set of original residuals. This residual based technique is referred to as parametric bootstrapping.

RESULTS AND DISCUSSION

In order to investigate the power of the test for asymmetry under various conditions, a series of bootstrap and Monte Carlo comparison of the Houck’s model is carried out based on 10000 replications. In particular, the power of the Houck’s model is examined under conditions of different sample sizes, noise levels and two levels of asymmetry given by

\[ (\beta_2^+, \beta_2^-) \in (0.50, 0.25) or (0.75, 0.25) \]

We incorporate subtle and strong levels of asymmetry in the data generating process. The Houck’s model is evaluated in terms of its ability to reject the incorrect null of symmetric adjustment using an F-test of the restricted versus the unrestricted model. The results in Table 1 and 2 indicate the low power of the conventional F-test in rejecting the incorrect null hypothesis of symmetry.

Table 1 - Rejection frequencies based on 10000 Monte Carlo Replications
null hypothesis of symmetry. Sample size or small parameters and the amount of noise in the bottom parts of Tables 1 and 2 systematically. Similarly, when the difference in asymmetric adjustment parameters is observed, the Houck’s model display greater power when the amount of noise in the data generating process (DGP) is decreased. Specifically, the Monte Carlo and bootstrap simulations indicate the low power of the conventional F-test in rejecting the null of symmetric adjustment in small sample sizes. For example in small samples with large error size and subtle level of asymmetry, Monte Carlo method achieved a rejection frequency of 7% compared to 14% for bootstrap at the 5% significance level as illustrated in the top parts of Tables 1 and 2. There is some increase in power when the amount of noise in the data generating process (DGP) is decreased systematically. Similarly, when the difference in asymmetric adjustment parameters is increased from 0.25 to 0.50 in the true model, an increase in power is also observed in Houck’s test for asymmetry based on bootstrap and Monte Carlo methods as illustrated in Table 1 and 2. However, it is only when the sample size is increased to 500 that a reasonable results is obtained. For example, both the Bootstrap and Monte Carlo methods achieve a rejection frequency of 100 % with regards to the rejection of the incorrect null hypothesis of symmetric adjustments at the 5% and 1% significance level as illustrated in the bottom parts of Tables 1 and 2.

In summary, the sample size, difference between the asymmetric adjustment parameters and the amount of noise in the data generating process are important in the power of the test for asymmetry based on bootstrap and Monte Carlo methods. With large sample size or small noise, the Houck’s model display greater power in rejecting the (false) null hypothesis of symmetry.

**CONCLUSION**
The power of Houck’s approach of detecting asymmetry has been evaluated using bootstrap and Monte Carlo methods. The results of the bootstrap and Monte Carlo simulations indicates that the power of the Houck’s model depends on various conditions or design characteristics such as sample size, error size and the level of asymmetry. Rejection frequencies increase with increases in sample size, increases with increase in difference between the asymmetric adjustment speeds and increases with a decrease in the amount of noise in the true data generating process used in the application. The power of the test for asymmetry based on Monte Carlo and bootstrap methods are the same (have rejecting frequency of 100%) if the sample size is large with a small error size and strong level of asymmetry. However, in small samples with large error size and subtle level of asymmetry, the test for asymmetry based on bootstrap outperforms the Monte Carlo approach, though both display low power. The low power of the Houck’s model in rejecting the null of symmetric adjustment in the Monte Carlo and bootstrap simulations provides an explanation for the failure of the Houck model to capture asymmetric behaviour in practice. I conclude that both bootstrap and Monte Carlo algorithms provide useful tools for investigating the power of the test of asymmetry.
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